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Chapter. I

INTRODUCTTION

Computer techniques are essential to the efficient design of complex
electronic circuits. This is especielly true in the case of integratedA
circuits since it is often difficult end expensive to predict circuit
response accurately by experimental 'breadboard” testing. Certain hybrid
techniques offer the fast solution times of the'anaiog computer for dy-
namic snalysis, automated problem setup on the analog controlled by digifal
subroutines, the capability of including actual physical circuit devices
in the simulation thus reducing the digital memory and the number of
nonlinear analog computing elements requifed, and the decision and arith-
metic capabilities of the digitsl computer required for optimization and
sensitivity calculations. The a&ailability of digital computer subroutines
and such methods as thoée Based on the separation prineciple cut the pro-
gramming time formerly required in the case of analog computation.

Hybrid techniques applieé to system design reduire that the system
similation and the various computations required to effect the design be
partitioned and that eachboperationlbe appropriately assigned to either
the analog -or the diéital computer. As a result of the effort in computer-
aided design at Tuiaﬁe University, a hybrid computer system has been
developed, and hYbrid techniques have been applied to circuit design. These

v R ¥l,2
techniques serve as useful supplements %o the basic digital NASAP '

3

¥Network Analysis System Applications Program developed by NASA/

Tlectronics Research Center.

.



program for the purpose of désigning models of electronic devices, per-
formlng transient analysis of linear and nonlinear circuits, and the
direct design of dynamic systems based on design specifications.

In most computer studies bf physiéal systems, assumed mathematical
.models of the systems are used so that off-line computations can be
performed. The absence of accurate models practically precludes any
systematic analytical treatment and raises-questions about the validity
of computerized designs. This report concerns results from employing
high-speed, fully-automated techniques for obtaining models of systems
based on time-domain measurements or specifications. These techniques
do not require the usual assumptions such as low order, a priori knowl-
edge of model fofm; fixed parameters, minimum phase, and linearity.

This manual is part of a series covering Aesign areaé which
include aerospace circuits, instrumentation circuits, commuﬁication
circuits, filters, etc.3 These manvals have been developed to assist

in the use of NASAP and various supplementary techniques.

1.1 References

1. McNamee, L. P. and H. Potash, YA User's Guide and Programmer's

Manual for NASAP", Report No. ©68-38, University of California,

Los Angeles, August 1908

2. Rooney, C. J. and E. W. Weber, "Application of NASAP to the Design
of Communication Circuits," Final Technical Report, Contract
NAS 12-650, Illinois Institute of Technology, Chicago, Ill.,

May 1969.

3. Hepp, W.W., ”Flowgraph Techniques for Closed Systems,! IEER
Transactions on Aerospace and Electronic Systems, VoL.
AES-2, no. 3, pp. 252-204, May 1900.




Chapter IT

DESIGN CRITERIA
This chapter covers material on the basic design criteria which
relate to the hardware system, software, and design methods used during

the course of this study.

2.1 Hardware Requirements

A hybrid.COmputer system consists of a general-purpose digital
computer and a general-purpose analog éomputer interconnected through =a
conversion and gontrol lirkage system plus various input/outqu devices.
This type of computing system has'distinct advantages and disadventages
compared with either purevanalog or digital computers for certain classes
ofuproblems. It ié remarkable that moét of the desirable characteristics
of both analog and digital computers are ccnserved in hybrid systemsl’2.
Minimal requirements for hybrid computer hardware are as follows:

i) An analog computer with buffered digital controlled

paraﬁeter units and integrator mode and time scale
ccontrol, high-speed overload detectors, and digital
controlled patchigg of a portion of ﬁhe analog progran.

2) A digi@él-compute; with buffered'iﬁput'and output

registers.

3) iA linkage system with a multiplexed A-D coﬁverter;

buffered.D—A'coﬁverters; and control, interrupt,
truﬁk, and sense lines.

The hybrid computer system at Tulane University consists of four TAT TR-48,

two EAT 16-31R, and one FAI 231R analog computer, a Univac AN/GSK-1

2-1
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digital computer, and a flexible linkage system. The hybrid computer

system diagram is shown in Figure 2-1.

2.1.1 Analog Computer Section

Analog computation is involved basically with time domain information
in continuous form. Since total solution times are commonly of the order
of & few milliseconds, an oscilloscope is often used to display the
continuous dynamic output response for photographic iecording; Direct
visual observation is possible with a storage oscilloscope, or iterative
solutions can be executed to pfovide for vieving on a non;storage
 oscilloscope.

Representaﬁion of information in confinuous form eliminates such
problems as réund-off error vhich is so troublesome in iterative compu-
tations using digitél computers. The accuracy of analog computation
is limited by the precision with which a quantity can be represented
and measured on the computer. Analog computer accuracy is ordinarily
linited to approximateiy 0.01% of full-scale by the tolerance of computer
componentg.

This type of information can be transmitted and used without
requiring costly devices such as tﬁe registers ﬁhich provide access to
the main memory unit of digital computers, hence time-sharing of hard-
ware is unnecesséry for man& problems. Because of the continuous manner
énd economy of this type of computation, it is common practice to use
separate computing'eleﬁents to implement every similar mathematical
funétion of different arguments as well as the different functions of a
given argument. This parallel or simultaneous operation of all computing

elements such as summers, integrators, and multipliers is the primary
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reason for the high computing speed ﬁhat.is possible with analog
computers. Practically instantaneous execution is limited mainly by
the bandwidth of the computing elements rather than by the complexity
of the problem. . '

Digital controlled parameter units (DPU) have been added to the
computing units éf the analog computers to provide for automatic
adjustment of circuit and Perfofmance index parameters, séaling of the
analog program, and weighting factors used in the optimization programs.
Mode and time scale interfaces have also been developed to provide for
auiomated sensing of the nonlinear operation of any amplifier computing
unit. Direct circuit design including automated structure manipulation
haslnecessitateé the development of digitgl controlled patching of

appropriate portions of thé analog program.

2.1.2 Digital Computer Section

The digital computer provides the capability of performing arith-
metic computations, logical decisions, data siorage, and modification of
é program on the basis of computations. These features permit the
capability of using stored programs, nonlinear function generation, and
time delsy of a sampled wavéférm. An additional important characteristic
is the inherent precision whichvis limited only by the number of bits
used in the memofy. VComputétional accuracy 1is further dependent on the
particular numerical algorithm used.

The Univac digitai ccmputer, originaily used for USAF missile
guidance, was obtained as Goverument sufplus proverty. The chief merit
of this computer ieg its high reliability resulting from the requirements

of the Tivan T missile weapons system. It does have several buffered
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input and output registers which provide for transfer of the necessary

data and control information.

2.1.3 Linksge System

The conversion and control linkage system expands the storage
capacity éf the digital computer to effectively include the analog
computer and associated peripheral analog devices aqd systems. In’

- addition, this interface permits the digital compufer to perform many
of the functions of a human operator relative to the analog computer
and associated equipment.

This unit provides for encoding and decoding of information which
is transmitted between portioné of the s&steng for logic operstions, and
for appropriate routing of control and information channels. The linkage
system has the following three modes of operation: control, conversion,
and logic. The controi mode may take on any of three possible forms.

In mode‘CMXXX, control‘signals are passed from the A-register on the
digital computer to the analég integration mode control inputs specified
by theAthree least significant digits of the linkage mode status word.

In mode CTXXX, coutrol signals are passed from the D-register to the
analog integrator time scale control inputs séecified by the three

least significantkdigits of the linkage mode status word. In mode CPXXX,
control signals are passed from fhe S~-register to the DPU specified by
éhe three least significant digits of the linkage mode status word.

In the conversion modé, both A-D and D~A operation are poséible.

In mode ADXXXQ address signals are passed from the D-register on the
digital computer to the multiplexer. ILinkage mode status word ADPXX is

used to control the operation of the A-D converter. In mode DAXXX,

4]
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address signals from the D-register cause the D-A converter specified
by the three least significant digits of the linkage mode status word
to be selected. The S-register supplies the data word to the D-A
converter.

The logic mode provides the ability for the digital computer to
send or recelve logic signals. This provides an alternate means for
controlling the operation of the analog computers. Logic signals such
&s synchronization and overloasd signals originating on the analog

computers can be sensed by the digital computer to provide interrupts.

2.2 Software Requiremeunts

Since a hybrid computer provides for simultaneous use of an analog
computer and a digital computer, hybrid systems offer ail the advantages
of both analog and digital computers. If the digital com@uter has at
least a 32K core memory, then it can also serve as a stand-along digital
computer to provide for execution of a digital computer-aided circuit
analysis program such as NASAP. However, since most hybrid computer
sysﬁems currently have no more than 16K core memory, their appropriate
use relative to existing Eomputer-aided design programs is supplementary
in nature. |

For circuit design problems where no synthesis procedures are avail-
able, optimization techniqﬁes can coften be used to advantageB’h. Since

-optimization requires that parameters be repetitively adjusted until the
best design has been ébtained, the number of iterations may be large.
Dynamic circuit simulation performed on the analog computer portion of
the hybrid system is by far the most efficient portion of the computation.

Since the analog computer execution time is independent of circuit

@

o
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complexity or the order of the system, 6ne means of accomplishing a
reduction in execution time is to emphaéize the analog portion of the
‘eircult design algorithm. This high speed characteristic of the énalog
portion permits the increased ﬁse of elementary optimization techniques,
which rquire larger numbers of iterations, to achieve faster solutions
than possible wifh more efficient all-digital optimization techniques
which require fewver iterat;ons. With simple optimization algorithms
there is little need for other than machine language programming.
Besides, this makes it possible to increase the execution efficiency

of the digital computer portion of the program. The remaining portion
of the digital computer program which primarily accomplishes control
operation can élso be appropriately written in machine language with
little effort. “

*  This unshphisticated prpgramming fequirement is especially desirable
because individual hybrid computers differ considerably. When automatic
patching of tﬂe analog portion and universal hybrid software become
commonly available as is the case for digital computers, then the case
for machine language programming may no longer hold. The progrgmming
of the dynamic system simulation on the analog computer is accomplished
in a simple and straight féfﬁérd manner &as deséribed in Chepter IIT.

In general, hybrid softwafe is required to provide 8 convenient_
means for mechaﬁizing sets-of ordinary and/or partial differentisl
tequations; Software for hybrid computation is oftenvrequired to provide
for real-time andvtimé-critical operatioé. Real-time operation is
required in such cases as those where ectual transistors and diodes serve
as cémpuﬁing elements in the network simulation to represent corresponding

network devices. The software must also assure synchronization of the
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analog and digital computer operation. There must be provision for the
programmer to conbrol time-critical computations for suitable operations.
The msjor disadvantage of hybrid computation is the requirement of

hardware-oriented real-time programming.

2.3 Hardware-Software Trade-Off Possibilities

Exploitation of computer-aided circuit design techniques‘generally
starts with an assumed mathematical model of the circuit to be designed
80 that off-line computations can be performed. It is believed that the
availability of accurate device models is crucisal for any systematic
analytical treatment, and the absence of such models practically pfecludes
the Justifiable use of the comﬁuter for éircuit design. It is also
desirable to obtain the simplest possible device models of sufficient
accuracy since higher-order models limit the size circuit that can be
treated using either aﬁalég or digital computers. 'Since execution time
for digital computer programs increases for higher order models, the
expense of computer-aided deéign may become economically prohibitive Tor
; cértain types of calculation such as those which involve optimization
techniques. | e

The programming of the circuit simulatién on the analog computer is
primarily accompiished by substituting analog computing elements for
corresponding elements or paraméters of the physical circuit being
“studied. However, when accuréte models are required, actual physicsal

electronic devices can also be included as computing elements in the

circuit simulation as described in Chapter IXI.

2.k performance Indices

Computer-aided circuit design ususlly involves a step-by-step process
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of repeated analysiss. It is often advantageous to simulate the circuit
including the eguivalent circuit representations of active devices .

The model is then analyzed for a given set of parameter values, and the
results are compared with the specified design criteria. Based on the
Tindings of this comparison and the designer's past experience, new
parameter values that are expected {o improve the design are chosen.

An iterative process is continued until the prescribed tolerance figure

is met; This technique requires involvement of the designer, and it

lacks throughput speed.

It appears that relatively few computer-aided techniques are avail-
able for direct circuit design.. If the circuit designer constructs an
algorithm which accomplishes the required decision msking process involved
in step-by-step repeated analysis and parameter adjustment, then an
automated direct design is possible. Thié permits designers to be freed
from much that is routine so that their experienced engineering Judgment
can be directgd to efficient effort such as evaluation of the final design.

In obtaining the best values for the model parameters, it is necessary
to establish a cémparison criterion or performance index. An obvious
choice is an index based 5n the differenceA(error) between the actual or
desired transient response and the transient résponse of the model to
the specified input. The integral of the square@ error (ISE) has been
used extensivelé in this pfoject as well as the integral of the absolute
‘.error (IAE). Other criteria can also be used with equal ease since an
analytical solutidn ié not requiredg. The chosen performance index can
be computed on the analog computer and returned to the digitsl portion of
the system, or it can be computed on the digital computer. The optimi-

zation algorithm operates upon this gquantity.

s
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2.5 Data Requirements

The internal processes of electronic devices are not of specific
interest for many circuit design problems, but rather the influencé on
external performance. In these.cases, device models only need to
reproduce the desired terminel characteristics. Emphasis will then be
placed on obtainiﬁg the simplest models which meet the required speci-
fications subject to certaip constraints such as physical‘realizability
~ and the range of allowable parameter values.

Input data are in the form of continuous time-domain input-output
meésurements or specifications. The network topology or a mathematical

model is programmed on the analog computer ss described in Chapter III.

2.6 Design Flow Diagram

> The first step in the network design or.device modeling process is

the selection of a possible network or device model. The form of this
o
- model will be influenced by the specifications of the problems, the
available technology, the experience of the désigner, and the allowable
design techniques. For difficult design problems where no syn@hesis
procedures are known, optimization techniques performed with the aid of
computers have proven to becﬁséful for obtaining the best set of param-
eters for a given model form. An iterative process of repeated analysis
and parameter vafiation confinues until the optimum set of parameters‘
is identified for the initial model. This is illustrated in the flow
diagram of Figure 2-2.> |
If it is verified sfter experimenting with the resulting design that

the spacifications have been met, then fabrication is an appropriate

recommendation. (therwise, a new model must be selected and the process

P
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Figure 2-2.. Flow diagram for model development using an analog/digital
technigue
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no

repeated until the specificétions have been met. This procedure as

applied to network design is summarized in the flow diagram of Figure 2-3.
Another technique which is useful in circuit design is the combined
analog/digital-NASAP technique for transient analysis. This is illustrated

in the flow diagram of Figure 2-i4.
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Chapter IIT

RECOMMEMDED PRACTICES

3.1 Quidelines for Recommended Analytical Methods

This chapter presents material concerning practices vhich have been

found to be useful during the course of this work.

3.1.1 Indirect Analog Simulation of ILinear Circuits

Mathematical models for electronic circuits are based on Kirchhoff's
laws which describe the inter-relations between currents and vbltages in
the circuits. Passive linear circuit elements can be represented as
shown in Teble 3-1.

The circuit shown in Figure 3-1 can be modeled on the analog computer
using the breadboard technique by simulating the following set of

equations:
av

i) =1y + Cy . (3-1)
: a1, |
VeRh +hg t (3-2)
d12 :
v3 = Ly, 3¢ + R212 i . (3'3)

The flow graph representation of.Equations (3-1), (3-2), and (3-3) is
given in Figure 3-2, and the computer diagram for the breadboard simulation
of this circult is given in Figure 3-3. It is seen that the breadboard
‘technique retains circuit topology, and that the individual circuit
elements are parameters of the simulation. This technique is satisfaqtory
for the analysis of & circuit of known topologyl’e.

If input-outpub inform;tion is of interest for zero iﬁitiai conditions,

then conventionsl analog computer programming based on transfer relations

3-1




RELATION

o]

ELEMENT FLOW GRAPH
v_ = Ri V. v
Registance R R R R
= i i
i GVR G
: -I(0+)
Inductance v. =1 & J"'t
’ L at 1T lq\ 1
‘ 1 L
oy 1/L l_.
: -vV_(0+) ‘
‘ dvb !-v 1
Capacitance | £ = C ¢ ‘ ‘ -y
dt 1 l/ [ (]
= ¢
CS
-3 (0+)
. -1
series RL |v =1L & 4 Ry : ll -1
dt Y
T IS R
LS
-Q(0+)
av 1 -y
Parallel RC | 1=C z¢ + GV | ¢
; T N
Cs X

Table .3 -l.

Indirect analogs of passive linear circuit elements.
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Figure 3-1. Linear third order R-I-C circuit
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Figure 3-2. Flow graph representation of the ecircuit in Figure IIT-1.

Figure 3-3. Computer diagram for the breadboard simulation of the cirecuit
’ in Figure III-1. :
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is preferred. Since the NASAP program can be used to determine the

3

{ransfer function”, it is desirable to use this feature of NASAP to
~obtain the mathematicel model. For the circuit of Figure 3-1, the
transfer function for the voltage response across the capacitor with
respect to an applied driving function is of the form
b.s
V5(s) + b

1
= 2
v (s) s5 + aQS T+ als + ao

(3-4)

The flog graph representation 6f Equations (3-4) ié given in Figure
3-h, and the computer diagram obtained by conventional analog computer
programuing is given in Figure 3-5. An equivalent flow graph to that
given in Figure 3-I for the mathematical model of Equation (3-4) is
given in Figure 3-6 and the corresponding analog computer disgrem is

given in Figure 3-7.

3.1.2 Modeling Nonlinear Semiconductor Devices

Hybrid computers are particularly well suited to the analysis of
lihear and nonlinear dynamic circuits and systems. When accurate models
of active devices are required, considerable advantagevcan be fealized
by using éctual physical circult devices as computing elements in the
analog computer pqrtion of the hybrid system. For example, a given
transistor or an appropriate sub;titute can be used as a nonlinear
analog computing element which’repreéents a de model of itself in a
breadboard or quasi-analog‘type simulation. Time scaling the ac portion
of the Ebers-Moll or charge-control models by a factor k is accomplished
by including feedback capacitors in the simulation that are k times the

corresponding Junction capacitances.
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Figure

3-L.

FPlow graph representation of the mathematical model of
Equation (III-k).
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Conventional analog computer diagram for the mathematical
model of Equation (III-4).
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Figure . 3-7. Equivalent snalog computer diagram for the mathematical
model of Equation (III-4).
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. This procedure named the separaﬁion‘technique by Angelo, Logan, and
Sussman (l968)h, is based on the work of Gummel and Murphy'(1967)5. With
this technique it is convenient to vary circuit and device parametérs6,
perform sensitivity analysis, ahd obtain optimum circuit designs based on
dynamic specifications. Total execution times of the order of millisecouds
for a complete dynamic analysis are possible regardless of the circuit
complexity since all analog computing elements operate simultaneously or
in parallel. Programming time is reduced over that required for either
analog or digital computer-aided circuit analysis.

The instantaneous base current in a transistor derived for the extended

Ebers-Moll or the charge-control model is

. qf Vqr a . : dvej dvcj
rrao ot (et %) Ot O (3-3)

q_J is the forward component of charge stored in the base.
q is the reverse component of charge stored in the base.

is the effective base recombination lifetime for forward
injection. '

is the effective base recombination lifetime for reverse
T .

injection,
Cje is the emitter jﬁﬁction transition region capacitance.
CJc is thglcéllector>junction transition region capacitance.
vej is the emitter Junction voltage.
ch vis the éollector Junction voltgge.

i

A suitable transistor can be used as an snalog computing élement
which generates the portion of the nonlinear low frequency model repre-
sented by the first two terms in Equation (5-5). Based on the gross

assumption that all lifetimes are equal, the low-frequency component of



the baseé current is

) L ' |

= o7 (et e (3-6)
This assumption of equal. lifetimes is satisfactory unless the collector
Junction is forward biesed. If this is the case, then the conventional
snalog programming technique should be used. The instantaneous base

current can also be expressed as

3 |
dlb dvej dch

=it Tae " Cge T Yy E (-1)

If all expressions are time scaled according to the relationship

T = kﬁ, then there results

ai) v, I dvcj
ty = lé“‘k"cn je“a‘“" KCye —ar (5-8)

The breadboard representation for a time scaled simulation of a
transistor is shown in Figure 3-8, Assuming that the voltage drop across
the sensing resistor r is small compared with the voltage drops across the

transition region capacitances, the current through these capacitances is

av av

o e3 e
L= " ¥Cse @ - ¥y T . (3-9)

The current through capacitance C is

ai
is = CAr j (3"10)

Surming the currents in Equations (3-6), (3-9), and (3-10) gives

ai v dv
eJ cJ

— i - - . -
Ly = 3y + OAT g = KCoo g7 = ¥Cye ~up (3-11)

Equation (3-11) is eqﬁivalent to Equation (3-8) if
= CAr (3-12)

Heunce, the transistor model shown in Figure 3-8 is time scaled by a

v CAT . : o qs e
factor - and the effective time-scaled life time is k7.

o
Eso
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~Figure 5;-8. Breadbcard separstion model for transistor
simulation. :
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‘Passive circult components can also‘be represented by standard
analog computing elements. Consider the RC load illustrated in Figure
3-9. This circuit can be simulated for dynemic computation as indicated
in Figure 3-~10.

The conventional analog computer method of modeling a transistor is
based on the simﬁlation éf the extended BEbers-Moll model illustrated in
Figure 3-11. In this case #ime—scaled diodes are used to4simulate the

Junction nonlinearities. The emitter and collector currents are given by

: a dv
— L 1 9 9 eJ
= o) vt * e (3-15)
and
- qf 1 3 dqr dvcJ
ic = - -'F; + qr (-T—; + -T-g;) + T + C,jc I (3-—1’4)

where
Tf is the minority carrier excess charge stored in the device.

T is the reverse injection charge control parameter.

The forward conduction current is

e

, ‘ ipr = meg - L (3-15)
and the reverse current is
g =X
rr. .t , (3-16)

The effective base recombination lieftime for forward injection ﬁay

be expressed as
= T af
bf T1l-oap (3-17)

. T

where O is the forward current gain, and the effective base recombination

lifetime for reverse injection may be expressed as
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FPigure 3-9. RC collector load output stage.
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Figure = 3-10.

Analog computer simulation of RC load.
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< rlrr - K fifr
<<

Figure 3-1l. Extended Ebers-Moll Transistor model.



“or T r T oy (3-18)

where o, is the reverse current gain.

Substitution of Equations (3-15), (3-16), (3-17), and (3-18) into

Equations (3-13) and (3-1k) yields

and

difr dved
Ye T lrr T %t'r gy * Cje @ T % (3-29)
dirr ’ d\i‘c'j

The diodes can be modeled by simulating the equation for instantaneous

diode current. Charge control theory provides the relationship

dvd

. .9 . dq |

is the instantaneous diode current

is the minority carrier excess charge stored in the device
is the minority carrier lifetime

is the Jjunction transition-region capacitance

is the voltage across the junction

low freguency diode current is

a
i =3 (3-22)
. R Tf
Substitution of this relationship in Equation (3-21) yields
di_ . a
io=1 4T, Rt ¢ (3-23)
a T £ at Jat

If this expression is tiﬁe scaled accordiﬁg to the relationéhiva = kt,

' then Equation (3-23) becomes
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Vin

Figure 3~12. Circuit of a grounded emitter transistor amplifier.




ey

~ ~N_o v
N Ic \I _ Cje af
v bl (Ol e ' rO .
in L//i:;E_. , L ///// F eJ . f_[:::>r—-
| BBy —~ fr
o T \./TF
rrr
R

d ~Irr
~}___ 8‘f‘Ifr
a !
T

q1-¢

OwCD

Figure. 3-13. Conventional analog computer diagram for a grounded emitter transistor emplifier.
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diR' dvd
c s "Ro,xe G o)
13 lR + ka I + _CJ T (3-2k)

The Laplace transform of Equetion (3-2L) is

I(s) = T (s) + sk T£Ir(s) + sk CJ v_(s) (3-25)
> 1,(s) - 1.(s)
v (s) = g e - ¥t T (s) ~ (3-26)

J

As an example of the Qse of the separation principle, the grounded
emitter transistor amplifier shown schematically in Figure 3-12 will be
mddeled using conventional analog computer programming of Equations (3-19),
(3-20), (3-25), and (3-26). The resulting analog computer diegram is
shéwn in FigureAB-IB. |

It has been shown that the bfeadboara method of similation retains
actual circuit topology. This is made possible by using sen;ing resistors
to detect Junction currents.A The low frequency component of the Junction
current is used as a measure of the charge stored in the Junction. Effects
such as base widening and various interdependencies are provided without
any programming required.

In the conventional analog method of simulation, diodes ére used to
provide the junciion nonliﬂéérities in transistor models. Simulation
based on the Ebers-Moll trensistor model includes two-simulated interacting
diodes which pefmit adjustﬁent of individual device parameters such és
”nonlinéar'current gain and recombination lifeﬁimes.‘

In a hybrid Simuiation, nonlinear fﬁnctions such as nonlinear current
gains can be provided by digital computer functlion generation. Base
resistance and other parameter changes can be controlled by the digital
computer program. This permits the designer to consider devices which

have arbitrary charscteristics. If a complex network has sections which

saad
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have similar topology, then the topqlogical structure and the parameter
values of the gengral simulation can both be medified under digital
computer control as required. The conventionsl analog method is well
suited to hybrid computer implementation of dynamic optimization
techniques and sensitivity analysis since solution times of the order of

milliseconds are typical.

3.1.3 DNonlinear Function Generation

Nonlinear functions can be generated on an analog computer using
diode function generators. Théir main disadvantage is the set up time.

If the function requires z large number of segments, then the cost becomes
excessive, Thesé special purpoée devices:cannot be used for other
purposes. | |

The hybrid computer can provide nonlinear function generation in a
mnore efficient manner. The instantaneous value of the independent circuit
quantity represented on the analog compgter is digitized, the digital
computer is programmed fo perform a table-lookup, and the resulting value
isrtransformed into an analog voltage level and transmitted to the analog
computer. | '

Individual breszkpoints are supplied by the éircuit designer as input
data to the digitel computer. The digital computer is programmed to perform
linear interpolatién betweenﬁthese breakpoints. The buffered outpvt is:
a8 zero order hold épproximation of the desired output function. This
staircase function can bé smoothed by passing it through an analog

computer representation of & low-pass filter with a transfer function of
the Torm

E (s
.,,,Zii = _K - (3-27)
Ej(s) B T -
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The smoothing is improved for a lower cut-off frequency, wo, but the
resulting phase shift or time delsay is increased. A predictor network

can be included to compensate Tor this time delay.

3.1.h Direct Design of Linear Dynamic Circuits

Exploitation of computeraéided design techniques generally starts
with an assumed mathématical model of the system or circuit to be designed.
It is believed that the availability of accurate device models is crucial
to the Justifiable use of the computer for circuit design. It is also
desirable to obtain the simplest possible device models of sufficient
accuracy since higher-order models limit the size network that can be
treated using either analog or digital computers. Since execution time
for digital computer programs increases for higher order models, the
expeﬁse of computer-gided design may becoﬁe economically prohibitive for
certain types of calculations such as those which involve optimization
techniques. |

For device specifications in the time domain, -analog compubers have
been used effectively to %dentify the parameters of system functions of
assumed form which resulted in the best match between the device response

-9

and the model response to a specified input function . More recently

the digital computer has been used to implement auvtomated parameter iden-

tification for electronic circuitslo. Hybrid computer systems have been

‘ 2
“used very little for electronic circuit designl’

For many purposes the internal procecsses of the device are not of
gpecific interest, but rather the influence on external system perforﬁancell.
In these cases, the model only needs to reproduce the desired terminal

12.
chara.c*beri.s’cic:s"’2 17. Emphasis will then be placed on obtaining the

e
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simplest model which meets the requiréd séecifications subject to certain
constraints such as physical realizabilify and the range of allowable
parameter valueslB. Attention is concentrated on linear circuits éesn
cribed by pre-determined mathemétical models for which the best values of
the parameters are to be_selectedlg. An extension to the problem is to
optimize the structure of the mathematical model as well as the param-
eters of the given modelgo, This model structure is represented by an
analogous interconnection of physical devices available as computing
elements on tﬁe analog computer.

It appears that most effort in the area of computer-aided circuit
design has been‘devoted to techniques for network analysis and that
relatively few techﬁiques are available for direct clrcuit design. If the
circuit designer construcﬁs an algorithm which accomplishes the required
deéision making préceSs involved in stép~byastep repeated analysis and
parameter adjustment, then an automated direct design is possible. This
permits designeré to be freed from much that is routine so that their
experienced engineering judgment can be'direéted to efficient effort such
.;s evaluastion of the final design.

Witﬁlthis direct design technique, a physically realizable model con-
structed of analog computeé.elements is immediétely available. Whether a
transform aﬁproaéh-or a stgte variable approach is chosen, the model_of
the dynamic circuit programmed on the analog computer can take many forms
”including a breadboafd arrangément; a cascade arranéement, a parallel
arrangement, or a feedback arrangement. The analog computer model is
complete wheﬁ 8ll gain elements have beén specified. The integrators pro-
vide the dynamics associated with the transient response..

In obbtaining the best values for the model parameters, it is necessary




to establish a comparison criterion or index of performance. An obvious
choice is an index .based on the difference (error) between the actual or
desired transienﬁ response and the transient fesponse of the model to the
specified input. The integral of the squared error (ISE) has been used
extensively in this project as well as the integral of the absolute error
(IAE). otﬁer criteria can also be used with equal ease since an analytical
solution is not requiredal. The chosen index of performance can be‘computed
on the analog computer and returned to the digital pértion of the systemn,
or it can be computed on the digital computer, The optimization algorithm
operates upon this quantity.

There are numerous optimization techniques which have been well

22,2 .
’ 3. The techniques employed in this project

covered in recent literature
have been simple ones based on sequentlal univariate searches. The
relaxation method requires that only one parameter be changed at a time

and a minimun of the iﬁdex of performance is found by varying this single
parameter with all other parameters held fixed. Each parameter is‘varied
in turn and then the vﬁole pfocess is iterated until no asdditional. improve-
ment is possible.

This simple technique 1s not known for its mathematical elegance, how-
ever, it does have fhe advantages that the ldgie required is relatively
simple to prograﬁ,‘no partial derivatives need tp be taken, and it works
on simple problems. A univariate search appropriately represents the
.automation of thé hum;n decision process. It has proven to be effective
for shoving cleariy the desirable capabilities of direct design in
pumerous casés. Also, becavse of the simplicity of thisvoptimization

technique and the low cost operation of the hybrid system, the execution

can easily be verified by stgpping through the program in a manner that

a5
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permits the designer to mentally check the logical decisions imblemented
by the optimization algorithm. It has the disadvantage, as do other
methods, %hat it doeé not succeed in the location of the optimum conditions
. for certain problems.

An slternate method employing univariate search has been used. This
involves the determination of the local gradient of the index of perfor-
mance with respect to the parameters at a'test point and then proceedings
with a univariate search along the local gradient to find a minimum. The

process is then repeated.

3.2 Hardware Design, Maintenance, and Diagnostics

The hybfid éomputer system developed at Tulanre University can be
represented as shown in Figure 3-14%. The digital computer is a Univac
AN/GSK-1. This maechine has an 8K magnetic drum memory and & 256-word
2h-bit scratch pad core memory. The basic instruction time is 40 usec.
Program input is by either of two paper tape readers or by manual console
entry. Dabta input is through the eight constant registers to the
accumlator or through a buffered data register directly to core memory.
Fbur output registers and a printer provide for the necessary display
and data transfer.

The analog section is compqsed of four ¥AT TR-48, two EAI 16-31R, and
.one FAI 231R analog computer. These computers have been modified to provide
‘ for digital mode and time\scale control, asutomated patching, digital
parameter units, and high-speed overload detectors. The convefsion and
control linkege system includes several multiplexed analOg—to—digitai

converters and several digitel-to-analog converters.
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‘Modern commercial hybrid computer s&stems which are currently avail-
able represent a wide selection. There-are more than ten manufacturers
of analog computers for hybrid computer use, and the number of digital
computer manufacturers is even iarger. Since each manufacturer has
several different models'available, there are a large number of hybrid
configurations available, at widely differing costs.

With most analog computer programming accomplished by patchboard
connections, it is desirable to havera convenient patchboard layout.

If hybrid comfutation is to be efficient, then the monitoring of all
analog, logic, and linkage elements by the digital computer is necessary.
Suitable hardware and software must be provided or developed for diag-~
nostic and progfam check-out purposes. Perhaps the most desirable feature
of all is the requirement“of reliability. It will also be essential

.thét provision be made to expand analog, logic, and linkage elements,

by field installation with minimal effort. For high-speed iterative
operation to be feasible, it will be essential that reset and hold

times be minimal and that amplifier banawidths be in excess of l00KHz.

In the case of the digital portion of the hybrid system, the eycle
time is the most signifieant requirement. This is true since the speed
of the digital computer is;ehe most serious liﬁitation of this portion
of the system. It will be important to have a cycle time of lusec. qrrless.
A 16-K memory of 24-bits or more is desirable. A complete software
\documentafion including sﬁandard FCORTRAN 1V, hybrid iinkage control
subroutines, and eystem diagnostic subroutines will be important.

It funde are available, it will bevappropriate 1o select an
experienced manufacturer who can provide complete systems responsibility

and maintenance service. It was decided at Tulane University to develop
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in-house capability in these- aress.

3.3 System Manzgement

In the educational environment, an interactive computer-aided design
"program is desirable. However, a direct design program is usually more
efficient cost~wise in the industrial environment. This is parti;lly
due to the efficiency of operating & closed-shop digital facility. The
desirable features of a large, complex digital facility would be
especially convenient for hybrid computation, hence a modified open=-shop
basis of operation is recommended. The associated programming and oper-
ating assistance should prove beneficiel along with the participation of
the problem originator who is familiar with the basic design concepts.
This philosophy méy‘preclude the availability of a large¥scale digital
computer for hybrid computation. The need for real-time access to the
digital computer will also eliminate prime shift use of many systems.
These considerations suggest the need for a committed medium-scale digital
computer with 6ff—line or non-real-time coupling to the large-scale
machine. The background of the ususl digital computer center staff also
tends to limit the usefulnéss of a large-scale machine for hybrﬁd compu-
taﬁion uniess the machine is committed neariy full time to hybrid provlems.

It ‘can be reasoned that as tﬁe speed and cost of digital computers
improve then the digital combute# can eliminate the need for hybrid
computation. It results, howéver, that as digital devices become avail-
éble which sre faster and less expensive then the hybrid interface also
becomes faster and less expensive. This coupled with the high speed
parallel integration capability of the analog computer gives ample

Justification for anticipation of a useful future for hybrid computation.

s

#
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3.4 Deta Display

Analog computation is involved basiéally with time domain information
in continuous form. Since %ota; solution times are commonly of the
order of a few milliseconds, an oscilloscope is often used to display the
continuous dynamic output response for photographic recording. Direct
visusl observation is possible with a storage oscilloscope, or iterative
solutions can be executed to provide for viewing on a non-storage
oscilloscope.

After iterativé direct design computation, the values of computed
optimum parameter values are listed on the output printer. Scaled
values of the optimum performance indices and information concerning

optimum network topology are also listed. -
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Chapter IV

REPRESENTATIVE DESIGHS.

This chapter is intended for review and reference. The various

hybrid methods which have been found to be appropriate for network design

are presented. The significant caepabilities and limitations of these

methods are discussed from the point of view of the user.

,1 Representative Methods

The most appropriate methods to be considered in connection with

hybrid computation will make use of one or more of the following strong

points of either analog or digital computers.

l.

L,

5.

High speed parallel operation of all analog computational
elements inclqding mulﬁiplication, integration, and
nonlinear function generation.

Pacility for including actual physical devices from the

network under study in the computer simulation.

Ability to "trade off" digital solution time and

accuracy. _‘ o

Facility for performing logical operations and
providing unlimited tiﬁe delay or memory.
Ability to sutomatically modify the digital program

on the basis of calculations.

¥

The high speed, parallel operation of the analog computer will be

desirable primarily for analyzing or simulating the operation of networks

with dynamic and/or nonlinear characteristics. The analog computer also

makes it pbssible to include actual physical devices such as diodes and

-1
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transistors in the simulation. This removes some of the réstrictions on
the size network that can be handled. When accuracies of more than 0.1%
are required, it is necessary to trade increased off-line digital solution
time for accuracy. VIterativeicomputation and logical operations as
required in optimization calculations are possible through the linkage of
digital and analog computers. Automatic modification of the digital
program on the basisvof calculations can be supplemented by digital

control of the analog program to effect avtomatic structure modification.

4,1.1 Direct Design Example

As a simple specific example of the direct design method described
in Section 3.1, =a single-stage attenuated first~order low-pass filter will

be designed. The transfer function of the filter is

Tm(s) K

x(s) ~ 5 (&-1)

a

It is desired to find the velues of K and a, that cause the model output

1
Tm(t) to give "best" agreement with the actual output or desired output,
T(t), in response té a step function input x(t). In terms of state

variables the network equations consist of a single state equétion
and & single output equation given by

T (£) = q (%) (4-3)
A diagram giving the énalog mode)l of the low-pass filter is shown in
Figure 4-1. There it is seen that the digital computer under program
control inserts parameters X and a into the analog model through the

digital-to-analog couverters. The index of performance is generated in
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the analog computer and returned to the digital computer through the
analog—tondigital converters.

Since individual hybrid systems vary considersbly and since a given
program vhich is not compiler oriented is completely machine dependent,
only the general flow chart of the digital computer program is shown in
Figure 4-2. When automatic patching and universal hybrid software become
commonly available as is the case for digital computers, then completely
documented programs can be shared. General flow charts are>usually
sufficient, however, since the dynamic circuit simulation is accomplished
in & simple and straightforward manner on the analog computer. The digital
computer program includes the logic for changing the parameters supplied to
the analog modei,‘instructions to cause the parameters to be converted
to analog quantities, instructions for reading the performance index, and

stopping criteria to determine when the "best" model has been achieved.

1 1

frequency. Khoﬁing these quantities, passive circuit element values can

The ratio of K to a, glves the dec gain, and a represents the cut-off
be computed, or the realization obtained with the enalog computer operationsl
emplifiers can be used directly.

A typical step respoﬁée 1s illustrated by the criterion function in
Figure b-3. This function was obtained by Setfing tﬁe gain constant of
a first-order steﬁ response function generator tq a velue of 2.512 and
the cut-off freqﬁency to a &alue’of 1.646. The initial model response is
Aélso illustrated in Figure 4-3. Model parameters are perturbed according
to the hybrid algofithﬁ and a check is made for improvement in the index
of performancé. This process 1s repeated until the tolersnce criterion is

met. It is seen in Figure 4-3 that the specified parameter tolerance

criterion was met for a performance index of 254.
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The criterion function and the successive model response functions
are monitored on & dual-trace storage CRO. The printed output is listed
in Table 4-1. There it is seen in addition to the‘gain constant of 2.512
and the cut-off frequency of 1.646 that the gain constant of the near-
optimum model is 2.670 and the cut-off frequency is 1.720 for the near-
optimum model obtained by this direct designed technique.

An iteration time of the order of milliseconds is possible using a
relatively inexpensive hybrid system.‘ A single iteration on a relatively
expensive digital computer requires approximately one second using =

fourth  order Runge-Kutta integration routine.

4.1.2 Network Structure Optimization

Another technique has been developed for eliminatiﬁg the usual
assumption of model form with the result that the optimum form, as well
as the optimum setl of parameters is found by "growing" models. The use
of the hybrid computer is indicated by the block diagfam of Figure 4-4,
An assumed moael of low order is programmed on the_analog portion of the
hybrid computer. The transient response of the model to a given input is
obtained fbr an initial set of parameter values, and the performance
index (IP) is computed. The parameter valﬁes are vafied under control
of the digital portion and the response is again obtained without operator
intervention. The performaﬁce index from this sécond run is compared
with that from the first run. A search algorithm is used to check for
iimprovement in the'performance index. Parameters are egain varied with
the aid of high speed digital parameter units (DPU), and the process is

repeated until the optimum set of parameters is identified for the low-

order model and the optimum performance index is stored. The form of

°
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X, 00002, 312
&, 000011. 646
Ko 00002670
& 00001720
IP(v) 00000252

IP(v+1) 00 0002 5 L

Table 4-1. Tabulated output from direct design of
a Tirst order-low-pass filter.
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the mpdel is changed to the next higher ofder model under control of the
structure optimizetion algorithm through the use of automated patching of
the analog portion of the hybrid computer. Then, an optimum set of
parameters is obtained for the éecond model form, and the optimum perfor-
mance index is compared with that for the former model form. This process
is continued undef control of the search algorithm until direct optimi-
zation of model form, as well as the parameters of this médel, is obtained.
Overload detection in and automated scaling of the analog portion are
required in tﬁis process. |

In the course of this work it has been found that the standard
canqnical forms illustrated in Figure 4-4 should be modified for more
efficient hybridroptimization in "groving" models. The "growth" model
structures shown in Figureé hes through 4-7 have been devised'iﬁ this work
to provide better initial parameter estimates than obtained with the
canonical forms. Also, the factored form of the transfer function is
" always available with the growth model structures.

The use of the growth model in the'realiiation of model structure
modification is illustrated in Figﬁre L-8. fThere it is shown that models
or order 1, 2, and 3 can be realized under digital control by the switching
logic shown. Higher order éodels can be'obtaiﬁed by successively combining
the first and second order growth models. The agsociated switching logic
for the higher order models can be obtained algorithmically. The results
6btained By;growing models at high speed are shown iﬁ Figures L4-5 through
4.7, In Figure h-é it is seen that a firét»order model is "optimal' for
the hard-limiﬁed response shown. A secohdnorder response ié correctly
identified with a second-order model as shown in Figure 4-6. 1In Figure

.7 it is seen that a third-order model is "optimal" for the delayed
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hard»limiﬁed response shown.

The structure modification method developed in this work is
bbelieved to be a contribution to optimal system synthesis in that it
accomplishes high-speed automated identification of dynamic systems,
without a priori knowledge of the model form, as illustrated by the
results reported here. In addition, the method makes immediately avail-
able to the‘designer a physically reslizable direct model constructed

of analog computer elements.

4,1.3 Nonlinear Network Design

Experience has shown that there is often need for methods that avoid
such éssumptions as'linea; behavior and a priori knowledge of model form.
Nonlinear circuits and devices can also be designed uSing h&brid tech-
niéues and time-doﬁain input-output measurements or specifications.
Mathematical methods for linesr systems have been unified by the super-
position principle. In contrast, the:e is no sufficiently powerful
pfinciple that will unify nonlinear sysfem theory. Consequently, there
'}s no general approach to the modeling of nonlinear sysfems; Methods
are, ther;fore, forced to be specified for application to a restricted
class of systems. This work treats the class of zero-memory large
signal nonlinearities. It must be further specified that these non- -
-linearities can be modeled as céntinuous, single-valped functions where

the nonlinear portion can be cascaded with a linear dynamic subsystem.

v

Theoretical and experimental me%hods have been develéped to stud 1-5

the characteristics.of nonlinear systems driven by random input signsals.
This emphasis on the use of random signals as the probe for nonlinear
system characteristics is particularly significant if theory is to

be applied to the modeling of real physicsl systems.

3
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A method has been developed for high-speed, fully-automated modeling
of a class of nonlinear systems driven by ergodic band-limited white
random inputs. A situation frequently encountered is that not only are
some or all of the parameters of a model unknown, but the structure of
the model may also be unknown. A technique has also been developed fof
eliminating the usual assumption of model structure for the linear
dynamic subsystem with the result that the optimum structure, as well as
the optimum set of parameters is identified6. Foﬁ this class of problems,
it has been demonstrated that cost and speed advantages favor hybrid
computation over ali-digital cbﬁputation7.

In many actual physical systems, the nonlinearities occur primarily
in the large signal behavior whereas a linear idealization leads to a very
reasonable approximafion of small signal system operation. The class of.
system under consideration confains a zero-memory nonlinear subsystem
as shown in Figure L4-9. |

For a single input-single output nonlinear element, the output m
is approximately equal to the output of a piecewise linear representation

for a given input r9. The output of a zero-memory, single valued nonlinear

element can be expressed as

‘m =F (r, My 0 v o oG ) (4-k)

n

where each parameter o

5 is the slope of a segment of the piecewise linear

>function.
For a bounded input, quantization of the input dynamic range yields

Rmax - Rmin
oo Tex  min (4-5)

where R__ 'aud Bmin are upper and lower bounds on the input, and n is

the number of quantization segments. To specify the paraﬁeters of the
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Figure 4-9, Block Diagram for Nonlinear System Model
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Figure L.10, Single Value‘d Nonlinear System Model Characteristics
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nonlinear element, let

A dm inr < r < (i+l)ar
% Tarir (4-6)
1<i<n
For simplicity, let '
o= (Rmin) (#-T7)
and '
A
m o=m (iar) :‘me(ri) - (4-8)
Then
n
m.=,2:([f-ri] oy + mi-l) [u (r—ri) - u{r-r, +l)] (4-9)
i=1 '
Since m, can be expressed as
: m 1 -Ary o *+ : (4-10)
k=1
as indicated in Figure 4-10, Equation (4-8) becomes
n 1.1 : . |
m -_—/Z [(r-—ri) oy +Ar2 Oy + mo} [u(r-ri)—u(r-ri+l)] (&-11)
i=1 k=1 A :

Therefore, the output of the nonlinear element is

m = G (l‘, n, mo; e 8 3 ¢ s e G,n) - '(2-’.—12)

This nonlinear‘portion is cascaded with a typical linear subsystem described
by the state differential equation

X=bX+BH (4-15)
If the linear portion is a petwork of known form it will be desirable to
use a transform approaeh Tor representation of the linear dynamics. This
can be accomplished easily by obtaining the transfer function using the

computer-sided network analysis program NASAPK lO.

Network Ana1ys1s for SySQem Applxcaulons Program developed by hASA/
Electronics Research Center.
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* The dynamic output of the totel single input-single output cascaded
system is

¢ (t) = £ [r(t), ATy My Oy JJ 1<i<n (k-1k)

where the a k>are related to parameters of the linear subsystem.

The modellng method makes use of hybrid computation and parameter
optimization techniquesll. Thé use of the hybrid computer is indicated
by the block diagram of Figure L-11. An assumed nonlinear model structure
is programmed, on the analog portion bf‘the hybrid compuﬁer. The automated
patching of the linear portion is controlled by the structure optimization
algorithm portion of the digital. program. The parameters of both the
linear and nonlinear portions of the model are set under control of the .
digital program. High speed digital parsmeter units (DPU) have been
co?structed to provide for this automated feature. |

The transient response of the model fof a given input function is
obtained for an initial set of parameter values, and the performance
index (IP) is computed. Then, the response is again obtained for a
Yariation of parameter values without operator intervention. The
éerformange index from this second run is compared with that from the first
run. An optimization algorithm is used to check for improvement in the
performance index. Based on this decision, a search algorithm is used
to select a new set of parameters. This process is repeated until the
optimum set of paraméters is identified for the assumed model structure.
The form of the model structure of the linear portioq is changed to the
next higher order. Then, the optimum set of parameters is obtained for
the second model structure, and the optimum performance index is compared
with that for the former medel structure., This process is'continued under

control of the optimization algorithm until the cptimum medel structure,
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as well as the optimum set of ?arameters for this model, is identified.
Parameteps of the nonlinear portion are incluvded by simply extending the
parameter vector.

In obtaining the "best" values for the parameters of the model, it
is necessary to establish a comparison criterion or performance index,

An obvious choice is an index based on the difference (error) between the
actual transient response of the physical system being modeled and the
transient response of the computer model operated in parallel with and
driven by the same input as the physical systemlz. The choice of
performance index will be influenced by the type and the characteristics
of the driving function.

In some casés, the economic or safety consideratioﬁs associated with
experiments which disturb the system or dfive it outside of the normsl
operating range may preclude the use of ciassical analysis techniques.
Only normal operating data with its inherent noise components is avail-
able, in these cases. To assure reliability when system parameters are
variable, on-line continuous model updating may be required. If the
system is high-order or nonlinear, the solution time for all—dggital
computation could be excessive. If it can ﬁe assumed that parameters are
Tixed, then it is possible to record driving and respouse functions for

15

off-line modeling . In other situations, the nérmal system operation can
be shut down and off-1line excitation is possible. It is then possible to
Adrive the system with a random noise signal or & step function input.

If the system can be assuned stationary and ergodic for any of the
situations in which a rando?~driving function is used, then enserble

averages can be replaced by time aversges. In such cases the mean value

may be estimated from the finite time average
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« 1 L
t = e d -

X(E),, TJT x (t) ab (4-15)

, ° '
where xj(t) is & particuler sample function of the process, and T large
compared to the lower bound of the freguency spectrum X(w). With the
presence of low frequency signal components, excessively long integration
times are ré@uired to reach the mean value. A mean square error criterion
is commonly used as a measure of the performance index for the study of

.random processes. This function can be expressed as
— 1 2 ' o
IPp = JT e (t) at for T long (b-15)
o .
Since the error is the difference between the actual transient

response of the physical system and the transient response of the computer

model, Fquation (1-16) becomes

Ty -5 7 (o) - cye)] % ab L (4-17)
el B .

°

 Substituting for Cm(t) given in Equation (4-14) there results

ERH R CORRICOREREREW A TR
Hence, the optimum or minimum value of IP is é functicn of the parameters
of the nonlinear portion of the model as well as those of the linear
subsystem. |
The experimentel deterﬁgnation of the characteristics of a given non-
linear system, based upon the déscribed method, is demonstrated as shown in

Figure 4-13. The given nonlinear system is charascterized by the expression

C(t) + 3.14 c(t) = 2m(t) (4-19)
where m(t) is the characveristic of a nonlinear element expressed by

n(t)

i

0 for 0 > r(t)
2r(t) for 0 < r(t) <1 . (k-20)
2 ‘ for r(t) > 1

I

il

2
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The giﬁen system and the modeled éystem, vwhich is constructed of
a cascade combination of a nonlinear eleﬁent and a linear dynamic subsystem,
aie both simulated on the analog_computer vwith random input. Sincevan |
entire ensemble of driving funciions may arise under actual operating
conditions, a random driving function such as an ergodic, band-limited,
vwhite noise generator with Gaussian amplitude distributionAcan appro-
"priately be used for excitation. TFor practical reasons, the mean square
error performance index given in Equation (4-16) has been modified to give

& weighted integral square error (WISE) function of the form

IP =k JT ee(ﬁ) dt : (k-21)
o ‘ .

Observation time, T, for the measurement of the performance index is
determined by a preliminary parameter perturbation procedure.' T is
acceptable if the variance of the measuremenf of the performance index,
~defined by WISE, is small compared with the difference in absolute values
of the IP measurements. Figure -1l shows the releation between T and the
performance index measurements with different parameter perturbations.
Obviously, from Figure h-1k, if én érbitrary point in the parameter space
ié far away from the desired optimum point, the error signal will contain
a relatively large mean value; also, the absolute value of the variance of
IP measurements will be large. similarly, small absolute variance of IP
measurements will occur for small parameter perturbations.

In this hy§rid optimization algorithm, a large parameter increment
step D is desired ingtially to prevent the measurements of IPAfrom over-
lapping such that the difference of IP measurements with different param-

eter sets will be distingushable. TFor the point close to the cptimum

point in parameter spade, a small step increment of p is acceptable
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becéuse of the small absoluté variance of the IP measurements.

FPor a given system as specified in Equation (4-20), the optirmum
structure was found to be first order and the parameters of the linear
.subsystem were found to be 1.89 for Ko and 3.1l for a. The nonlinear

charecteristic of the optimum model was identified as:

m(r) = O for 0 >r
= 1.8 r for 0 < r < 1.1 (4~-22)
= 2.05 r> 1.1 ’

This off-line example assumes partitioning of the large signal
nonlinearity and the linear dynamics. The optimum parameter set for the
nonlinear portion can be identified independently of the optimum model
structure and parasmeter set for the linear subsystem. A small step input
is used td probe for the linear subsystem characteristics. Then, a random
noise source is used to probe independentl& for the characteristics of the

nonlinear portion.

h.l.h» Network Design Using NASAP Senéitivity Evaluation

This section describes a NASAPlO oriented hybrid computer -optimi-
zation technique for network design. The network design is based upon
time domain measurements or specifications. The optimum netwofk is a
‘combination of‘the‘initially designed netwvork and.a network perturbation

evaluated by the use of network sensitivities with respect to the adjustable
network parameters.

1

- This work has resulted from aﬁplication of hybrid optimization tech-

11,11

niques 4 to network design. The most appropriate methods considerea

make use of one or more of the strong points of either analog or digital

t

computers. In this work the high speed parallel operation of all analog

E Vi
&
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computational elements including multiplicabtion and integration is .
expléited fully, as well as automatic control of the digital program on
the basis of calculations. High speed iterative computation and logical
operations as required in optimization calculations are also possible
through the linkage of digital and analog computers.

Becauée of the simuitaneous nature of analog operations, solutions
of higher order problems can be executed with no appreciable increase in
execution time. Since exeéﬁtion time for digital computer programsin-
creases for higher order systems, the expense of computer-aided design
may become economically prohibitive for certain types of calculations
such as those whiéh involve optimization techniques.‘

| IT an assumed network topology end time-domain input-output test
measurements or design speéifications are éiven, then the network can
be -modeled on the analbg computer using the ﬂbreadbéard" technique. The
breadboard technique retains.circuit topology, hence the individual net-
. work elements are parameters of the model. This technique is tedious to
implement for large networks, and it becomes impractical because of hard-
ware limitations.

It inﬁut-output relationships are of interest, then convegtional
analog computer programminngésed on transfer functionsis preferred
because of the hardware advantage. However, compubation of the transfer
function is also.tedious fof large networks. Siﬁce the digital compufer
program,NASAP15 yvields the transfer function of a given network as a
stendard output, it wiil be desirable to ﬁse this off-line capability
of NASAP to perform this computation. The use of transfer functions
restficts the technique to linear networks.

If a transfer function is used to represent the mathematical model

of a network, then the designer will be confronted with the difficulty of




adjusting network parsmeters by perturbing transfer function coefficients.
The fechnique reported here vhiclh uses NASAP sensitivity evaluations
offers significant advantages in this regard for a restricted class of
design problems.

For a given network with n adjustable parameters, the terminal
behavior cén be éxpressed as F(s,p) vhere p is defined as an n-dimensional
parameter vector. If the parameter vector changes by an incremental
amount, Ap, then F(s,i) ch;nges by an incremental amounﬁ given approxi-

mately by the first term of a Taylor series as

"

&F(s,B,) = F(s,5) - ¥(s,p,) (4-23)

]

Fi(s)5) - B (h-2i)

In Equation (4-24), F'(s,io) is defined as an n-vector of first order
A - — .th J,F(S:-I;o) ————
partial derivaties Df,F(s,po), the 1~ element being I and Ap is

-1

defined as an n-vector of (p-po), where 50 is an initial set of parameters.

Fach element of ?'(s,ﬁ),aﬁ?ﬁiﬂgl » can also be defined as the

S Pi
reciprocal of the small signal sensitivity Bg of F(s,i) with respect to
parameter P, - Thus
S‘F(S)E ) F
S (4-25)
SR Py By

Substitution of Equation (hn25) into BEquation (4-24), leads to

=y F — F s
AF(Q,pO) = l/BP . fp = QP « & | (4-26)

For & given imput function R(s), the system response is given by
Y(s,D) = R(s) . F(s,D) o (k-27)

The change in the response, Y(s,ﬁ) caused by the increment 2p is given by

P—,

A(s,B) = R(s) - ?QE . 7 (1-28)
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If an.initially designed network'is.reasonably close to the optimum,
then the response of this near optimum network can be expressed in terms of

the response of the initislly designed network as

¥(s,P+0) = Y(s,D,) + &i(s,p,) (4-29)
Substituting Equations (i-26), (4-27), and (4-28) into Equation (L-29)
yields '

X(o,5728) = R(s) [F()5,) + o . &) | (4-30)

Equation (4-30) leads to the transfer function of the desired design ex-

préssed as
Y(s) PO"'AP)

TTREY , (%-31)

F(s, P0+AP)

1l

— I
F(s,p)) + Q - % C(s-32)
. P .
If the desired time domain respénsé for.a given input is ya(t),
then = design strategy based upon the improvement of the performance index

.by adjusting the increments Ap is performed until an optimum design is

identified. The performance index can be arbitrarily defined as

IP(p) = E | v,(¢) - ¥(t,572)| at (4-33)
vhere y(t,ii?ﬁ&ﬁ) is the inverse Laplace transform of Equation (4-30).
Figure 4-15 shows the functional block diagram of this hybrid computer
implementation.

The design algorithm described previously was based upodon the effect
of network parameter perturbation in terms of parameter sensitivity
evaluations. In this work the NASAP program has been used to caleculate
the transfer function of & given network and the sensitivity evaluations

with respect to each adjustable parameter.
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The NASAP program provides a basis Tor establishing three different
types of sensitivity calculations depending upon the particular definition

of sensitivity desired, namely:

Type G GPF Q‘P/F

Type B - BPF £ ap/ar (4-34)
| F A &F/F

Type S » Sp = —a"i;-/?

F is the transfer function of a given network and P is an arbifrary net-
work parameter.

In this NASAP-hybrid oriented optimization technique, sensitivity
defined by type B is desired. In the standard NASAP outputslS, sensi-

tivity of type B is given by

F ar ‘ -
By = d?/dF = 1/55 (h-BD)

__EB(0,1) + H(1,1)
= " H(L,0) + 8(L,1)

(4-36)
where the H's are topology equations of-the given network produced by a
seﬁsiti&ity output request in the NASAP prograﬁ.

The significance of NASAP'in'this design method can be obtained
from the block diagram of Figure 4.16, which describes the algorithm of
this hybrid optimization technique. The transfer function of the initially
designed network .is obtsined with NASAP and is programmed on the anslog
portibn of the hybrid'coﬁputer. The partial derivatives of F(s,i) as
indicated in Equation (4-24) are also obtained from the NASAP program
by requesting.sensitivity evaluation with respecf to éach of tﬁe adJustable
parameﬁers. For an n parameter network design problem, (n+l) NASAP runs
will be requifed. The perturbation function given by Equation (4-26) is

also prograrmmed on the analog computer using digital controlled parameter
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units for adjusting perameter increments /p. Details of the optimization
techniques using the Tulane Hybrid Computéf System have been reported
elsewherell’lh’l6.

The network shown in Figure 4&-17 illustrates the network design
technique developed in this work. For this RC coupled FET amplifier, it
is desiredvtb obtain an optimum set of parameter values for bias resistor
RS and load resistor RL to meet.a given time domain input-output specifi-
- ecation. For the purpose ofslaboratory demonstration, the given specifica-
tion is generated by a time doméin response of a transfef funetion. This
trensfer function is also evalugted using the NASAP program for the net-

work shown in Figure 4-17 with R, = 10KQ and R, = 10KQ. The NASAP program

S L

is used to evaluate the transfer functions and sensitivities. The NASAP
coded equivalent circuit is shown in Figuré 4-18, This exemple has been
demonstrated on the.Tulane Hybrid Computer System. The c0mpufation
result obtained was RS = 9.27KQ and RL = ll.éKQ.

It has been observed from the use of this technique that there are
two inherent factors limiting the accuracy of the computational results.
Qne is the app}oximation given in Equation (4-29). A more zccurate design
result can be obtained when the initial parameters 5: are chésén closer
té those of the optimum network. The optimization algorithm used in this
work also limits accuracy because a computational tolerance is provided
in the opfimizétion scheme to save computer time. Design accuracy cah be
improved in this casé by setting a smaller computational tolerance.

This work provides another example o the speed gnd cost advantages
of a hybrid computer system over pure digital computers for network deéign
using parameter optimization techniques. The NASAP program has contributed

significantly (in this hybrid method) by allowing evaluation of transfer

functions and sensitivity functions for a given network or systen
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topology. At present the procuedure presented in this paper is executed
off-line. 1In & hybrid facility with NASAP cepability, this repetitive
procedure could be automated for on-~line use. |

A major area for future investigation on this topic is the design
‘of networks involving nonlinear elements. Hybrid computation offers
significant features in modeling nonlinear characteristicsl7 by hardware

oriented programming.’

k.2 1Interpretation of Approach

A thorough review of pertinent technical literature and discussions
with others who are experienced ;n the field of hybrid computation revealed
that the most sigh;ficant circuit design application for hybrid computation
was in the area of dynamic optimization. This mode of coﬁputation involves
iterative solutions composed of dynamic circuit simulation én the analog
- computer and digital optimization and search calculations. This manual
presents the applications of hybrid computation and optimization techniqﬁes
to the design of circuits/systems. The chief merits of these hybrid-
optimization techniques are speed of execution and low hardware post
compared to those associated with the use of large-scale digital computers.
Computer-aided circuit/system design is an e#ampie of é computer application
which requires the determination of accurate models of physical devices
and systems. Sincé it»is assﬁmed that time domain‘specifications are
required, the transient specifications of existing devices and systems can
be generated by parallelroperation with the médel. Only real-time operation
is possible in this case unless the device is modifiedl8-20.

It has been observed that considerable benefit is gained by placing

emphasis on the application of certain classes of automated techniques to

o
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typical problems as well as on the specific techniques themselves. By
usiné simple techniques initially, sophisticated programming requirements
do not dominate the presentation. Understanding why and when certsin
classes of techniques should be -used may ultimately prove to be of Tar
more value than the mastering of any one sophisticated technique. This
will be espécially true if the suitability of certain techniques changes
because of future hardware developments.

The most significant aécomplishments of this work relate to the
techniques for sutomated on-line nonlinear device modeliﬁg, model structure
optimization, and the use of sensitivity analysis. These techniques
require specialized hardware developments. The "growth" model devised
in this work provides better initial parameter estimates than obtained
with the canonical forms. -Also, the factored form of the transfer function
is always availéble,with the growth model structures. In addition, these
methods make a physically realizable direct ﬁodel constructed of analog
. computer elements immediately available to the designer.

The experience of the authors to date indicates at least an order of
A@agnitude ratio in speed and in capital expenditure, both favoring hybrid
computation over'all-digital computation, for this cless of problems at
present. As the order of the dynamic system increases, the favorable speed

ratio will be further increased.

k.3 rimitations of Techniques

The major disadvantages of hybrid computation are the requirement of
hardware~oriented, real-time programming and the limitation on system
size imposed by the amount of analog computing hardvare available in &

given installation. At present, the use of sensitivity analysis presented

in Section IIT is executed off-line. In a hybrid facility with NASAP
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capability, this repetitive procedure could be automated for on-line use.
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